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ABSTRACT
The automated construction of topic taxonomies can benefit nu-
merous applications, including web search, recommendation, and
knowledge discovery. One of the major advantages of automatic
taxonomy construction is the ability to capture corpus-specific
information and adapt to different scenarios. To better reflect the
characteristics of a corpus, we take the meta-data of documents into
consideration and view the corpus as a text-rich network. In this
paper, we propose NetTaxo, a novel automatic topic taxonomy con-
struction framework, which goes beyond the existing paradigm and
allows text data to collaborate with network structure. Specifically,
we learn term embeddings from both text and network as con-
texts. Network motifs are adopted to capture appropriate network
contexts. We conduct an instance-level selection for motifs, which
further refines term embedding according to the granularity and
semantics of each taxonomy node. Clustering is then applied to ob-
tain sub-topics under a taxonomy node. Extensive experiments on
two real-world datasets demonstrate the superiority of our method
over the state-of-the-art, and further verify the effectiveness and
importance of instance-level motif selection.
ACM Reference Format:
Jingbo Shang, Xinyang Zhang, Liyuan Liu, Sha Li, and Jiawei Han. 2020.
NetTaxo: Automated Topic Taxonomy Construction from Text-Rich Net-
work. In Proceedings of The Web Conference 2020 (WWW ’20), April 20–24,
2020, Taipei, Taiwan. ACM, New York, NY, USA, 12 pages. https://doi.org/10.
1145/3366423.3380259

1 INTRODUCTION
Constructing high-quality topic taxonomies for document collec-
tions is an important task. A topic taxonomy is a tree-structured
hierarchy, where each taxonomy node contains a set of semantically
similar terms. A high-quality topic taxonomy benefits various down-
stream applications, such as search and indexing [43], personalized
content recommendation [46], and question answering [42]. For
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Figure 1: Document collections with meta-data can be
viewed as text-rich networks.

example, organizing copious scientific papers into a well-structured
taxonomy gives researchers a bird’s-eye view of the field, and then
they can quickly identify their interests, and easily acquire desired
information [35]. A high-quality taxonomy for business reviews on
Yelp1 can facilitate more accurate recommendations and improve
user’s browsing experience.

Different applications usually require different taxonomies, there-
fore, automatic taxonomy construction capturing corpus-specific
information becomes beneficial. The last decade has witnessed an
explosive growth of digital document collections. By linking docu-
ments with their meta-data, we can view any document collection
as a text-rich network. As illustrated in Figure 1, a collection of
scientific papers can be viewed as a text-rich network with inter-
connected venue, author, term and paper nodes, and raw texts are
associated with the paper nodes. Similarly, reviews from online
platforms like Yelp and TripAdvisor 2 can be seen as a part of a
text-rich network with nodes of businesses, users, and reviews.

While most existing methods solely rely on text data [2, 11, 16,
44], incorporating network structures can bring additional, valuable
information to text. Let’s use the computer science paper collection
to convey our intuition. The term “frequent pattern” appears along
with “transaction database” frequently. Judging only from text data,
one may put this term into the database community. However, in-
formation embedded in the network structure, such as its associated
venues (e.g., “SIGKDD”) and authors (e.g., “Charu C. Aggarwal”),
indicates the strong relatedness between the term “frequent pattern”
and the data mining community, enabling us to assign it to the right
taxonomy node.

1https://www.yelp.com/
2https://www.tripadvisor.com/
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Figure 2: ExampleMotif Patterns andMotif Instances. (a) This motif pattern suggests that two terms are similar when they are
from the papers published by the same author pairs. (b) The two terms are connected by amotif instance of the motif patterns
in (a), which has two authors instantiated. The shades indicate two full instantiations of the motif pattern. (c) The other motif
patterns that we used in the DBLP-5 dataset, including meta-path shaped patterns.

Acknowledging that network provides useful information for
taxonomy construction, how to effectively integrate network and
text remains a major challenge. We leverage motif patterns in our
framework to extract useful features from the heterogeneous text-
rich network. Meta-paths [31] and motif patterns [5, 18] have been
widely adopted to extract useful structural information from net-
works. As illustrated in Figure 2, motifs are subgraph patterns that
capture higher-order connectivity and the semantics represented
by these connections. We observe two issues of applying motif
patterns in our problem. First, motif patterns are not created equal.
Some motif patterns are more useful in identifying top-level con-
cepts, while other motif patterns are better at differentiating finer
concepts. Second, even only looking at one motif pattern, its mo-
tif instances are by no means equally informative. Some of them
could even interfere the taxonomy construction, leading to a worse
result. For example, using the motif pattern in Figure 2(a) which
captures co-authorship, some of its instances may be occasional
and coincidental collaborations, thus will not help much when con-
structing the scientific taxonomy. To address these two issues, we
propose a novel instance-level motif selection mechanism, which is
specifically tailored to current node’s granularity and semantics. We
show in our experiments that such selection mechanism is crucial
especially when the network is relatively noisy.

We propose NetTaxo, a hierarchical embedding and clustering
framework for automatic topic taxonomy construction. The general
workflow is sketched in Figure 3. To begin with, we ask the user
to provide a set of motif patterns as guidance. This set is never
assumed to be clean and equally effective. At each taxonomy node,
we propose to learn term embedding from both text and network
data, and then apply a soft clustering method to obtain term clus-
ters. We first obtain initial term clusters based on term embedding
learned on text data. An inter-cluster comparative analysis is then
conducted to select the most representative terms as anchor terms
from each cluster. We make an assumption that a helpful motif
instance should have the ability to separate one cluster’s anchor
terms from others. Building upon this assumption, we further distill
the motif instances to include those that are relevant to the clus-
tering, thus avoiding to introduce noise from network data. After
that, we combine textual context and selected motif instances to
learn term embedding jointly. Final clusters are then decided based
on such joint embedding.

Experimental results demonstrate the success of our instance-
level motif selection. For example, we show that, for a collection of

computer science papers, at the top level of the taxonomy construc-
tion, our method locates the venue of publication (e.g., “SIGKDD”)
as a strong indicator of research fields (e.g., “data mining”). Drilling
down to lower levels of the taxonomy, our objective becomes to
distinguish research sub-areas. Our proposed method identified
specific author groups as more useful signals, such as “Cheng-Wei
Wu” and “Philip S. Yu” — All their collaborations focus on the topic
of high-utility itemset discovery.

To our best knowledge, this is the first work that bridges text
and network data for automatic construction of topic taxonomy.
Our contributions can be summarized as follows.
• We propose a novel topic taxonomy construction framework,
NetTaxo, which integrates text data and network structures ef-
fectively and systematically.
• We design an instance-level motif selection method to choose
the appropriate information from network data. Moreover, it’s
adaptive to the granularity and semantics of each taxonomy node.
• We conduct extensive experiments on real-world datasets to
demonstrate the superiority of NetTaxo over many baselines
and verify the importance and effectiveness of the instance-level
motif selection.

Reproducibility: Data and code packages can be found on the
GitHub: https://github.com/xinyangz/NetTaxo.

2 RELATEDWORK
Hyponymy-based Methods. Taxonomies have been designed to
group entities into hierarchies where each node is a concept term
and each parent-child pair expresses a hyponymy (a.k.a. “is-a”)
relation (e.g., panda “is-a” mammal). In order to construct such
taxonomies automatically, researchers have developed a number
of pattern-based methods. Typically, these methods first acquire
hyponymy relations from text data using lexical patterns (e.g., “A
such as B”), and then organize the extracted pairs into a taxonomy
by applying algorithms like maximum spanning tree. The lexical
patterns are either manually designed [14, 21, 23, 25] or derived
from the corpus using some supervision or seeds [1, 6, 15, 20, 28, 47].
Such patterns have demonstrated their effectiveness at finding
hyponymy relations, however, they are not suitable for constructing
a topic taxonomy as (1) each node in a topic taxonomy is a cluster
of terms instead of a single concept term, and (2) pattern-based
methods often suffer from low recall due to the large variation of
expressions in natural language on hyponymy relations.

Recently, term embedding has been widely adopted in automatic
topic taxonomy construction. A common practice is to first learn
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Figure 3: An overview of NetTaxo, which learns term embedding jointly from textual and motif contexts. We conduct a motif
instance-level selection to pick the most informative network structures for better topic taxonomy construction.

term embedding from text data and then organize them into a struc-
ture based on their representation similarity [4] and cluster sepa-
ration measures [7]. Utilizing pairwise hyponymy relation labels,
taxonomic relations between terms and clusters can be identified
through supervised models, for example, semantic projection in
the embedding space [11] and neural network classifier [2]. In our
setting, there are no hyponymy labels.
Term Clustering-based Methods. A number of clustering meth-
ods have been proposed towards automatic topic taxonomy con-
struction from text corpora. In pioneer studies, hierarchical topic
modeling [10, 12, 19, 37, 38] and bottom-up agglomerative clustering-
based [8] methods are arguably the most popular and effective
frameworks, before word embedding techniques become mature.

Among unsupervised frameworks using term embedding, top-
down hierarchical clustering methods [16, 44] achieve the state-of-
the-art. For example, TaxoGen [44] learns local term embedding
from the documents associated with a taxonomy node, and then
clusters terms at a deeper level. Most of these methods, including
TaxoGen, only utilize the information embedded in text data, but
ignore the underlying network structures in the digital document
collections. In our NetTaxo framework, we follow the top-down,
local embedding approach but go beyond and leverage network
structures to significantly improve the quality of clustering.
NetworkClustering-basedMethods.CATHYHIN [38] is arguably
the state-of-the-art method solely based on network structures for
automatic topic taxonomy construction. Specifically, with unigram
words as a part of its node set, it attempts tomine terms (i.e., phrases)
and clusters simultaneously. It ignores the context of the words,
thus sacrificing the abundant information embedded in the text
data, yielding unsatisfactory results in our experiments.

Another related thread is the clustering algorithms on hetero-
geneous information networks (i.e., networks of typed nodes and
edges) [32, 33]. For example, NetClus [33] starts with user-provided
seed nodes and applies authority ranking together with node clus-
tering to cluster nodes.We adopt a similar authority ranking process
as a part of our instance-level motif seleciton.
NetworkMotifs.Network motifs are higher-order subgraph struc-
tures that are critical in complex networks across various domains,

such as neuroscience [30], bioinformatics [18], and information
networks [5]. In the context of heterogeneous information net-
works, network motifs, sometimes also referred to as meta-graphs,
can offer more flexibility and capture richer network semantics
than the widely used meta-path [31] patterns. Recent studies have
shown that incorporating motifs for node embedding leads to supe-
rior performance [24, 41, 45] compared to conventional path-based
methods [9, 27]. In this work, the quality of term embedding is
the key to the overall quality of the constructed taxonomy. While
taking advantage of network motifs in our embedding learning,
we further select a subset of motif instances according to the cur-
rent taxonomy node. This novel approach enables us to refine the
rich semantics captured by network motifs, generating embedding
better suited for taxonomy construction.

3 PRELIMINARY
In this section, we first introduce the preliminary concepts and then
formulate the problem by specifying the input and output.

3.1 Concept Definitions
A topic taxonomy is a tree-structured hierarchyH , where each
node c ∈ H contains a small set of terms Tc ⊂ T , which are seman-
tically coherent and represent a conceptual topic. Moreover, the
parent-child nodes inH should follow the topic-subtopic relation.
That is, suppose a node c has a set of children Sc = c1, c2, . . . , cn ,
then each ci (1 ≤ i ≤ n) should be a sub-topic of c and of the same
granularity as its siblings in Sc .

Note that, one term may belong to multiple conceptual topics
and thus appear in multiple nodes. For example, “deep learning”
could be a part of both “deep learning theory in machine learning”
and “deep learning models in computer vision”; “data stream” could
belong to “stream data indexing in database” and “stream data
classification in data mining”.

As mentioned before, a document collection with meta-data can
be naturally viewed as a text-rich network, consisting of text data
and network structure:
• Text Data: A corpusD and a set of terms T . T includes terms in
D, which can be either specified by users or extracted from the
corpus. In our experiments, we form the term set T by extracting
high-quality phrases from the corpus D using AutoPhrase [26].
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• Network Structure: A heterogeneous information networkG =
(V ,E,ϕ,ψ ), where V is the node set and E is the edge set. Type
mapping ϕ andψ map each nodev to its type ϕ(v) and each edge
e to a relationψ (e).
Amotif pattern Ω refers to a subgraph pattern at the meta level

(i.e., every node is abstracted by its type). In this paper, we study
only the motif patterns having at least one node of term type. A
motif instancem is an instantiation of a motif pattern by replac-
ing the node types with concrete values. Figure 2 presents some
examples. We define “open” nodes as those single-degree nodes
except for the term node, playing a role of connecting two terms.
We say that two terms are connected following a motif pattern,
if and only if both terms appear in motif instances sharing the
same values at those “open” nodes. Therefore, we represent motif
instances only by the values of “open” nodes. As an example, in
Figure 2(b), the motif instances linking to the terms “social network”
and “information cascade” are the same. Both motif instances can be
represented by the combination of two authors (i.e., “Jure Leskovec”
and “Jon Kleinberg”).

It is worth noting that meta-path [31] can be viewed as a special
case of motif patterns when they degenerate to lines. For example,
the meta-path describing the shared venue relation between two
terms is equivalent to the 2nd motif pattern in Figure 2(c). The only
“open” node in this motif pattern is the venue node.

3.2 Problem Formulation
In this paper, we aim to construct a topic taxonomy with a text-rich
network as input. In addition, we ask user to provide a set of motif
patterns as the guidance to incorporate information from network.
However, the user-provided set can be noisy and we will conduct
a motif instance-level selection later. Our goal is to construct a
tree-structured taxonomy hierarchyH , i.e., a topic taxonomy.

4 OUR FRAMEWORK
In this section, we describe our proposed NetTaxo framework.

4.1 Overview
NetTaxo is a top-down, recursive framework. Our main goal is to al-
locate terms into sub-topics at each taxonomy node. The allocation
module relies on term embedding that is jointly learned from tex-
tual and motif contexts. We use local embedding and motif instance
selection to refine the textual and motif contexts respectively.

To support our local embedding and motif instance selection
module, we associate every taxonomy node with a set of weighted
documents. Specifically, we maintain a weightwc,d ∈ [0, 1] for each
document d at the taxonomy node c . The weights are initialized to 1
for all documents in the root node. Alongside with term allocation,
we also allocate documents from a taxonomy node to its children
nodes. During the allocation process, we updatewc,d for documents
in the children nodes c1, c2, . . . , cn .

Figure 3 gives an overview of NetTaxo. At each taxonomy node,
the system needs to determine the sub-topics, and then distribute
terms and documents into its children accordingly. The key contri-
bution of NetTaxo is our designed effective way of leveraging both
text data and network structures.

Based on our observations and previous work [44], using term
embedding learned from textual contexts alone can cluster sub-
topics roughly, although not necessarily perfect. Therefore, we
decide to leverage such clustering results as the initialization to
our subsequent motif instance selection step. Specifically, we first
follow previous work [44] to learn local term embedding and obtain
initial term clusters. To be more accurate, we conduct a comparative
analysis between clusters to select the most representative terms
from each cluster to serve as anchor terms. Such anchor terms
can be viewed as consolidated clustering information. Based on the
anchor terms, we choose the appropriate motif instances. After that,
we learn the term embedding jointly from the text data and the
selected motif instances, which will in turn yield better clustering
results. Before recursing to the next level, anchor terms chosen
from the new clustering results are set as the final term set for this
taxonomy node.

The details are presented in the remaining of this section. Sec-
tions 4.2 and 4.3 present how to learn term embedding from tex-
tual and motif contexts, respectively. Section 4.4 introduces anchor
term selection method which is used multiple times across our
framework. Section 4.6 discusses the joint term embedding after
we introduce our motif selection technique in Section 4.5. Finally,
Section 4.7 shows how to allocate terms and documents into child
taxonomy nodes.

4.2 Local Embedding from Text Data
In NetTaxo framework, term embedding is the key to discover sub-
topic clusters at every taxonomy node.

Term embedding learning is typically conducted on the entire
document collection [17, 22]. However, such learning paradigm
faces a major drawback in topic taxonomy construction: the dis-
criminative power of learned term embedding becomes limited at
deep levels. For example, term embedding learned from all com-
puter science papers shall be able to distinguish “machine learning”-
related terms from terms in other research field. However, it may
have difficulties in further discovering sub-topics under “machine
learning”, as those “machine learning”-related terms are already
quite close to each other. This problem will only get worse as we
drill down further. Therefore, it is a necessity to condition the term
embeddings to the current taxonomy node.

To this end, we follow previous work [44] and adopt the idea of
local embedding [13] to learn term embedding from text data. The
basic idea of local embedding is to fine-tune term embedding at
each node according to its own associated (weighted) documents.
Its effectiveness has been verified in [44] through ablation tests.

We use skip-gram with negative sampling (SGNS) [17] as our
base embedding model. At each taxonomy node, we use local docu-
ments Dc instead of D for training. Similar to the original SGNS
model, the objective is to maximize the probability of the local
context given a term in a document. The loss function to minimize
is given by:

Ltext = Ed∼PD (Dc )


∑
t ∈d

∑
t ′∈C(t )

−P(t ′ | t)

 (1)

C(t) stands for the set of terms within a context window of term t .
We sample documents according to the multinomial distribution
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PD (Dc ) parameterized by the document weights {wc,d } under the
current taxonomy node. Therefore, our loss function slightly differs
from the ones in the previous work [44] as well as the original local
embedding work [13].

4.3 Motif Instances as Term Contexts
We generalize the distributional hypothesis, which is fundamental
in word embedding, to network by using motif instances. In text
data, every word within sliding windows of a term is regarded as a
part of its contexts. Similarly, a term’smotif context is characterized
by the set of motif instances, which can be matched based on the
network structures around the term and the providedmotif patterns.
The network version of distributional hypothesis therefore becomes:
terms with similar motif contexts are similar.

Now we can generalize the SGNS embedding model to incor-
porate motif context. Specifically, we use each term to predict its
motif context, generating the following loss term.

Lmotif = Ed∼PD (Dc )


∑
t ∈d

Em∼M̃c (t )
− log P(m | t)

 (2)

where M̃c (t) is the associated motif instances of term t . We will
describe how to select M̃c in section 4.5.

The probabilities are approximated with negative sampling [17].

log P(m | t) = logσ (rTmut ) − Em∼Pneg(m)

[
logσ (−rTj ut )

]
(3)

where r and u are embedding vectors of motif instances and terms
and Pneg(m) is the negative sampling distribution.

In this way, term embedding can be also derived from network
structures given the user-provided motif patterns.

4.4 Anchor Term Selection
In order to providemore accurate initialization for the latter instance-
level motif selection module, we first introduce our anchor term
selection method.

The goal of the anchor term selection is to find a concise, dis-
criminative subset of terms from each cluster. It is a critical step for
us to obtain clean semantics of a cluster, given that our vocabulary
is large and noisy. For this very reason, we use anchor terms (1) as
the initialization for our instance-level motif selection module, in
which they provide more accurate initial clustering information;
(2) as input to the clustering algorithm, in order to find sub-topics
under the current taxonomy node; and (3) as the final list of terms
presented at each taxonomy node.

We formulate the anchor term selection as an unsupervised term
ranking problem.
Ranking Principles. Given a specific taxonomy node, we define
the anchor terms from the following criteria.
• Popularity: An anchor term should be popular enough at the
given node. Very low frequency terms within a node do not
contribute substantially to its semantics, thus are not considered
representative.
• Discriminativeness: An anchor term should be able to distin-
guish a node from its parent node and its sibling nodes. Dis-
criminativeness is particularly critical in taxonomy scenarios, so

analysts won’t be confused by two similar taxonomy nodes dur-
ing the navigation to find subsets of interest. Non-discriminative
terms will appear in documents associated with many nodes and
offer redundant and confusing information. For example, “exten-
sive experiments” might be popular at both nodes about “data
mining” and “database”, thus being non-discriminative.
• Informativeness: An anchor term should not be a stopword-
like term. As the taxonomy construction goes deeper and deeper,
some terms become less and less informative. For example, “data
mining” is an informative term at the node representing the
“computer science” field, but has much less information at the
node focusing on “frequent pattern mining”.

Bearing these principles in minds, we design the following scoring
functions accordingly.
Popularity Score. We denote the number of occurrences of the
term t in the document d as tf(t ,d). As the documents are weighted,
term frequency is weighted by the importance of the document.
Given the document weightswc,d , we define the popularity of the
term t at the node c as

pop(c, t) =
∑
d ∈D wc,d · tf(t ,d)∑
d ∈D wc,d · |d |

(4)

where |d | represents the total number of terms in the document d .
This formula captures the relative weighted term frequency of the
term t at the node c .
Discriminativeness Score. A discriminative term t at the taxon-
omy node c should have a significantly larger relative weighted
term frequency at the node c than that at its parent node pc or other
sibling nodes c ′1, c

′
2, . . . , c

′
m . Therefore, we define the following ratio

to capture this intuition.

discriminative(c, t) =
popc,t

max{poppc ,t ,maxmi=1 popc ′i ,t }
(5)

The larger discriminative(c, t) should imply a better anchor term
candidate. When discriminative(c, t) is smaller than 1, it is unlikely
that t is a good choice of an anchor term at taxonomy node c .
Informativeness Score. Inverse document frequency (IDF) has
been widely adopted in information retrieval to measure the infor-
mativeness of a term within a given corpus [29]. At each taxonomy
node c , we calculate the weighted inverse document frequency as
follows.

idf(c, t) = log
∑
d ∈D wc,d∑

d ∈D I(t ∈ d) ·wc,d
(6)

where I(t ∈ d) is a boolean indicator function about whether the
term t appears in the document d .
Combined Anchor Score. As an unsupervised ranking problem,
we follow the previous comparative analysis work [36] and use a
geometric mean to combine these three signals.

anchor_score(c, t) =
(
pop(c, t) · discriminative(c, t) · idf(c, t)

)1/3
(7)

In summary, at each taxonomy node c , we will rank the terms
based on the anchor scores and pick the top Kt terms as anchor
terms. We expect these anchor terms can express clear semantics
of the topic at each node.
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4.5 Instance-Level Motif Selection
So far we have already shown how to learn term embedding sepa-
rately from text and motif using local corpus. Trivially putting them
together, however, gives sub-optimal performance based on our ob-
servation. As discussed before, motif instances should be weighed
accordingly at each taxonomy node during the construction process.
Specifically, based on anchor terms selected from initial clusters, we
further narrow down a set of useful motif instances. This instance-
level motif selection step is designed to make the collaboration
between text and network more effective.

We identify two principles for instance-level motif selection:
• Importance: The motif instance should be associated with a
set of important terms, providing useful information for term
embedding learning.
• Concentration: The motif instance should be concentrated on
one or a small number of sub-topics under the current taxonomy
node, thereby including it will help us better separate sub-topics.

We realize these two principles by applying authority ranking [32]
upon the motif context graph.

The motif context graph at a taxonomy node c is a bipartite
graph GM

c = (Tc ,Mc ,W ), where Tc is the terms under the current
taxonomy node andMc is the set of motif instances. We use the
notation GM

c to avoid the ambiguity of mixing this graph with the
network structure G. Note that we exclude motif instances which
do not include any term or document under the current taxonomy
node. The bipartite graph connects each term to the motif instances
it occurs in. The weight matrix W ∈ R |Tc |× |Mc | describes the
number of occurrences of term t in each motif instance m (i.e.,
W t,m ).

We apply authority ranking to obtain importance scores between
each motif instance and each cluster. In the ranking process, we
maintain two matrices IT ∈ R |Tc |×n and IM ∈ R

|Mc |×n to store
the importance scores of terms and motif instances. Each row of the
matrix denotes the importance scores of a specific term (or a motif
instance) under all n clusters. As initialization, we set I (0)T (t ,k) =
1/Kt for all anchor terms in all clusters and zero for all other terms.
This is based on the assumption that all anchor terms are important
in the first place. The authority ranking is an iterative importance
propagation process. Specifically, in each iteration,

I (t )M ← W̃
T
I (t−1)T , I (t )T ← W̃ I (t )M

W̃ = D1/2
r WD1/2

c is the normalized weight matrix with row degree
Dr and column degree Dc matrices. The iterative process can be
repeated to amax iteration number or until convergence. In practice,
we found that 5 iterations are enough to achieve good results.

For each motif instancem, we take the mean of its importance
score across different clusters as the overall importance.

importance(m) = mean
(
IM (m, ·)

)
Moreover, with the importance scores on different clusters, we can
measure the concentration of a motif instancem based on entropy.

concentration(m) = 1 −
1

logn

n∑
i=1

ĨM (m, i) log ĨM (m, i)

We use normalized entropy here to keep its range in 0 to 1. ĨM
denotes IM after row normalization.

Finally, we define the final score of a motif instancem as

motif_score(m) =
(
importance(m) · concentration(m)

)1/2
We rank all motif instances based on their final scores, and

select a subset M̃c of the instances ranked in the top Km percent.
Note that, the motif instance ranking is across all motif patterns.
Therefore, we are implicitly selecting motif patterns by pruning
most of instances from uninformative motif patterns.

4.6 Joint Embedding from Textual and Motif
Contexts

At each taxonomy node c , given the local corpus Dc and locally
selected motif instances M̃c , we refine term embedding by joint
embedding training of text and motif instances. Specifically, putting
text and motif together, we minimize the joint loss function:

L = λLtext + (1 − λ)Lmotif (8)

We use λ to balance text and motif losses. In our implementation,
we optimize the loss function with stochastic gradient descent, and
approximate the expectations in previous equations using sampling.

4.7 Term and Document Allocation
With the joint embedding trained on text and motif instances, we
are ready to allocate terms and documents into children nodes.
In principle, our method is flexible in the choice of clustering
method. Consider that cosine similarity between term embedding
has demonstrated its effectiveness in term similarity search [17],
we apply vMF mixture clustering [3] in NetTaxo. It is a classical,
effective soft clustering method on the unit hyper-sphere. Since the
constructed topic taxonomy rarely changes, we leave the choice of
k , the number of topics, to human experts.

It is worth noting that we fit the vMF distributions only on
anchor terms of the current taxonomy node. The rationale is that
the automatically extracted term vocabulary is often noisy, while
anchor terms selected from comparative analysis are much cleaner,
which makes the clustering more accurate. After fitting the vMF
mixture model, each cluster is represented by a vMF distribution in
the embedding space. We then use these distributions to estimate
the clustering probability of each term in Tc . Finally, we allocate
terms to children clusters.

For documents inDc , we estimate their clustering probability by
aggregating clustering probability from their connected terms. This
process is the same as that in [44]. The aggregated probabilities of
a document, multiplied by its current weight, will be the weights
of the document on the next level.

5 EXPERIMENTS
In this section, we first introduce the experimental settings, in-
cluding datasets, compared methods, and evaluation metrics. We
then present quantitative evaluation results. In the end, we show-
case parts of the constructed topic taxonomies as well as several
interesting findings.

5.1 Datasets
We conduct our experiments on two real-world document collec-
tions: computer science papers in DBLP and business reviews in
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Table 1: Dataset Statistics. Motifs patterns in DBLP-5 and
Yelp-5 datasets are visualized in Figures 2 and 4, respectively.

#doc #term #node #edge #motif

DBLP-5 79,896 26,684 182,290 1,897,226 5
Yelp-5 1,308,371 74,951 1,760,025 6,809,152 4

term

review

term

review

term

review

user

term

review 1 review 2

user 1 user 2

business

business

Figure 4: All motif patterns used in Yelp-5 dataset. The most
complex pattern indicates a term mentioned by two users
under the same business.

Yelp. The statistics about the two datasets are shown in Table 1.
Details about the two datasets are as below.
• DBLP-5.The first document collection is from theAMiner dataset
about computer science papers3. We select five closely-related re-
search areas: (1) datamining, (2) database, (3)machine learning, (4)
computer vision, and (5) natural language processing. From these
five areas, 79,896 papers are selected, containing 26,684 distinct
terms. The network contains node types of author, venue, year,
paper, and term (as available in this DBLP dataset). We augment
the network by adding “year range” nodes, each representing a
five consecutive years (e.g., 2010-2014). The text data, i.e., title
and abstract, is associated with each paper node. The edges de-
scribe author–paper, venue–paper, year–paper, year range–paper,
and term–paper relations. Note that, previous methods [38, 44]
choose five areas from this dataset too, for example in [44], in-
formation retrieval, computer vision, robotics, security & network,
and machine learning. In contrast, our chosen five areas are more
closely related to each other, thus being more challenging.
• Yelp-5. The second document collection is from the Yelp Dataset
Challenge4. Since some baselines are too slow if we use the full
dataset, we have to choose a subset of these reviews. Particularly,
we choose the most popular state (i.e., Arizona) and the top-5
popular business categories (i.e., (1) automotive, (2) beauty &
spas, (3) hotels & travel, (4) restaurants, and (5) shopping). We also
remove rare businesses with less than 50 reviews. As a result,
we obtain 1,308,371 reviews in total and extract 74,951 terms
from them. We build the network using nodes of business, user,
review, and term and edges of business–review, user–review, and
term–review, as they are available in the meta-data. The text data,
i.e., review comments, is associated with each review node.

We present all motif patterns used in DBLP-5 and Yelp-5 datasets
in Figures 2 and 4, respectively.

5.2 Compared Methods
We compare our proposed methods with different types of topic
taxonomy construction methods: (1) using text data, (2) using net-
work data, and (3) using both text and network data. The details
are listed below.
3https://aminer.org/citation
4https://www.yelp.com/dataset/challenge

• HPAM++ is a method enhanced by us from the original Hier-
archical Pachinko Allocation Model (HPAM) [19]. HPAM is a
state-of-the-art hierarchical topic model built upon the Pachinko
Allocation Model using text data. Although it was designed to
work on all unigrams, to make the comparison more fair, we im-
prove the HPAM by focusing on only very high-quality phrases.
Also, we set the topic numbers at different levels as the same as
the numbers of clusters inNetTaxo. We have tested our enhanced
Hierarchical Latent Dirichlet Allocation (HLDA) model [12] and
its performance is quite similar to HPAM++. Therefore, we only
present the results of HPAM++ here.
• TaxoGen [44] is the state-of-the-art topic taxonomy construc-
tion method using text data. As demonstrated in its paper, it
beats many strong baselines, such as hierarchical topic mod-
els [10, 12, 19, 37, 38]. It utilizes the same local embedding idea
as our model, but ignores network structures.
• CATHYHIN++ is a method enhanced by us from the original
CATHYHIN [38] method. CATHYHIN [38] is a topic taxonomy
construction method using network data. It treats unigrams as
nodes and attempted to mine terms (i.e., phrases) and clusters
simultaneously. Its performance is limited due to (1) the poor
phrase quality compared to the state-of-the-art method [26] and
(2) the poor term clustering results compared to methods that
use the term embedding technique. To make the comparison
more fair, we improve the CATHYHIN by adding only very high-
quality phrases.
• HClusEmbed is a baseline method that we propose using both
text and network data. It is a straightforward solution to com-
bine the term embedding technique with the network structure.
Specifically, we first learn term embedding vectors from text
using word2vec [17] and network using LINE [34] separately,
where every embedding vector has a dimension of 300. And then,
we concatenate the two vectors for each term, and then apply hi-
erarchical spherical k-Means algorithm. We name this method as
hierarchical topic clustering based on term and node embedding,
and therefore denote it as HClusEmbed.

We denote our proposed method as NetTaxo. To demonstrate the
necessity and effectiveness of our proposed motif instance selec-
tion, we introduce an ablated version of NetTaxo without this step,
denoted as NetTaxo w/o Selection.

Note that, in order to conduct a fair comparison, the same set
of terms are used across different methods. They are the extracted
from raw texts by the state-of-the-art distantly supervised phrase
mining method [26].

5.3 Parameter Setting
The number of mixtures k for vMF mixture clustering is manually
selected by incrementally increasing k by 1 in the range of [3, 6]
until coherent clusters are observed. We set k = 5 for the top
level and k = 4 for the second level of the taxonomy in both the
DBLP and Yelp dataset. In TaxoGen [44], this number is set to 5
for all levels, which is not far from our observation. Note that this
parameter will only need to set once for a given dataset, so this
process will not put a large burden on humans. For anchor term
selection, we use Kt = 50 for each cluster. For motif selection, we
keep top Km = 10% of motif instances.
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Table 2: Quantitative Evaluations. Scores are averaged over 10 annotators.

DBLP-5 Yelp-5

Coherence Sibling Parent-Child Relations Coherence Sibling Parent-Child Relations

Measure Exclusiveness Precision Recall F1 Measure Exclusiveness Precision Recall F1

HPAM++ 0.796 0.680 0.348 0.451 0.393 0.832 0.740 0.171 0.247 0.202
TaxoGen 0.840 0.740 0.780 0.713 0.745 0.920 0.800 0.650 0.618 0.633

CATHYHIN++ 0.880 0.533 0.850 0.744 0.793 0.742 0.420 0.705 0.638 0.670

HClusEmbed 0.624 0.420 0.525 0.409 0.460 0.744 0.560 0.655 0.610 0.632
NetTaxo w/o Selection 0.908 0.680 0.895 0.808 0.849 0.816 0.540 0.668 0.681 0.674

NetTaxo 0.912 0.880 0.898 0.810 0.852 0.928 0.854 0.790 0.825 0.807

5.4 Evaluation Tasks & Metrics
Systematic evaluation of the constructed topic taxonomy has long
been a very challenging task. Inspired by the state-of-the-art work
on topic taxonomy construction [38, 44] and recent work on topic
modeling [39, 40], we design a set of tasks for human evaluation.
For each dataset, we recruited 10 in-domain human experts. In their
annotation process, they were encouraged to use search engines
(e.g., Google) to better understand unfamiliar terms.

We identify the following aspects for judging the taxonomy
quality, and then design three evaluation tasks accordingly.
• Coherence.Within each node in the taxonomy, the terms should
be able to form a semantically coherent topic. Similar to previous
topic model evaluations [39, 40], we present the top-5 terms to
human annotators from the same taxonomy node. Annotators
are asked to first judge whether these terms form an interpretable
topic. If not, all five terms at this node are automatically labeled
as irrelevant. Otherwise, annotators are then asked to identify
specific terms that are relevant to this topic. We define the co-
herence measure as the ratio of the number of relevant terms
over the total number of presented terms.
• Exclusive Siblings. Besides the coherence, each taxonomy node
should be distinguishable from its sibling nodes. Following pre-
vious taxonomy construction methods [38, 44], we perform the
term intrusion test. Specifically, for each node, we collect its top-5
terms, and then randomly mix in an intruder term from the top-5
terms of its sibling nodes. We present the 6 terms in a random
order and ask human annotators to identify the only intruder
term. The more coherent and distinctive the topics are, the easier
it is for human to spot intruder terms. We define the sibling
exclusiveness as the successful identification ratio in this test.
• Quality Parent-Child Relations. Each taxonomy node should
be an appropriate sub-topic of its parent node. Considering the
huge vocabulary size, it is difficult to enumerate all children terms
of a given topic, and further evaluate the relation quality. We
instead use a sampling-based method for evaluation. Specifically,
between two adjacent levels in a taxonomy, we first sample a
child term t from lower-level nodes, and present t together with
all upper-level (i.e., parent-level) nodes. Each upper-level node
is visualized using its top-10 terms. We ask human annotators
to mark all reasonable parent nodes of the child term t , which
is denoted as P̂(t). We merge the parent nodes of term t that
identified by the model into a set P∗(t). Precision, recall, and

F1 are employed to evaluate P̂(t) against P∗(t) by treating all
sampled together. Formally, we have

Precision =
∑
t |P̂(t) ∩ P

∗(t)|∑
t |P

∗(t)|
Recall =

∑
t |P̂(t) ∩ P

∗(t)|∑
t |P̂(t)|

and F1 is defined as their harmonic mean.
A quality topic taxonomy should have high scores in all the three
evaluation tasks.
Annotation Details. First of all, it is worth mentioning that we
mix the results from different methods together and shuffle them
randomly before sending them to annotators. The annotators will
not be aware of the method from which the results are produced.

Second, in order to avoid bias during the annotation, we first ask
the annotators to do the Exclusive Siblings task, then the Parent-
Child Relations task, and finally theCoherence task. So the annotator
will not have any prior knowledge about which terms are in the
same taxonomy node in the first two tasks.

In all tasks, we observe that annotators have inter-annotator
agreements of more than 90%. The scores presented in the experi-
ments are therefore all averaged across different annotators.

5.5 Quantitative Evaluation
In this section, we discuss the quantitative evaluation results of
different methods on the two datasets. The results are summarized
in Table 2. Overall, the topic taxonomy constructed by NetTaxo
has demonstrated its significant advantage over taxonomies con-
structed by other methods, in all three evaluated aspects.

The two datasets have slightly different properties as text in the
DBLP dataset is written in a more formal style and thus consists of
cleaner terms while Yelp reviews often contain colloquial language.
In terms of the underlying taxonomy, the Yelp taxonomy spans
from very high-level distinctions (e.g., auto repairs vs. restaurants)
to subtle distinctions (e.g., fusion dishes should belong to multiple
nodes while common products do not fit into any node). The DBLP
taxonomy has much fewer cases of ambiguity. This leads to closer
but generally lower scores on the Yelp dataset for most metrics.

Within two methods using text data only, TaxoGen outperforms
HPAM++ in all evaluated aspects. Comparedwith TaxoGen,NetTaxo
improves most on the identification of parent-child relations. The
network information provides a better overview of the hierarchical
topic structure, whereas parent term and child terms often share the
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Figure 5: The Topic Taxonomy Constructed by NetTaxo on the DBLP Dataset. Due to the space limit, it is partially expanded.
Each node is visualized as a rectangle block and its top-10 anchor terms. Arrows go from parent nodes to child nodes. In
addition, at the first level, for each motif pattern, we show the percentage of selected instances over all instances of the motif.

same context in documents. This shows that the network structure
truly provides complementary information to text.

Compared with CATHYHIN++, NetTaxo shows significant im-
provements in sibling exclusiveness and coherence. By initializing
clusters using term embedding, we are able to better capture seman-
tically similar terms for creating coherence clusters. The increase
in sibling exclusiveness can be credited to the comparative analysis
component, which puts sibling nodes under contrast to discover
anchor nodes. Both of these components are only available with
text data, which CATHYHIN++ does not leverage.

In short, NetTaxo outperforms TaxoGen and CATHYHIN++ in
all metrics, demonstrating that text and network information are
able to enhance each other.

HClusEmbed takes the same input asNetTaxo, but performs very
poor among the baselines. This shows that applying pre-existing
embedding models on text and network separately and then putting
them together trivially is not enough to generate a high quality tax-
onomy. In HClusEmbed, term embedding aim to preserve semantic
similarity while network embedding aim to preserve node proxim-
ity, bothmay not directly contribute to a better taxonomy.Moreover,
checking the results ofNetTaxo w/o Selection, one can observe that
only a careful selection of the information from network structures
can lead to performance gains. This is more significant on the Yelp-
5 dataset, as the network information is much more noisy in this
dataset. NetTaxo is carefully designed to select the most relevant
motif contexts from network structures, and then incorporate them
into a joint term embedding learning to further improve the quality
of constructed taxonomy.

These comparisons further confirm the importance and effec-
tiveness of our proposed motif selection process.

5.6 Constructed Topic Taxonomies
After the quantitative comparison, we present some case studies on
both datasets for a closer look at the topic taxonomy constructed
by our proposed NetTaxo.

miso soup
seaweed salad

purple rice
spicy tuna
sushi rolls
squid salad

california roll
sushi roll

shrimp tempura
eel sauce 

pad thai
thai food

spring rolls
green curry
red curry
drunken 
noodles

panang curry
yellow curry
papaya salad

chinese food
orange chicken

fried rice
chinese restaurant

egg rolls
panda express

mongolian beef
crab puffs

egg drop soup
chow mein

jade red chicken
white rice

jerk fried rice 
jerk chicken
brown rice

chicken tikka 
masala

emerald chicken
garlic naan
rice bowl

Topic: Asian Food
……

Figure 6: The Topic Taxonomy Constructed by NetTaxo on
the Yelp Dataset. All sub-topics under the taxonomy node
about “Asian food” are visualized.

DBLP Taxonomy. We plot the final topic taxonomy in Figure 5.
Due to the space limit, we only present the five nodes at the first
level and expand two of them into the second level.

Looking at the top level topics, one can easily recognize the
topics of the five nodes from the left to right as: (1) natural lan-
guage processing, (2) machine learning, (3) database, (4) computer
vision, and (5) data mining. These are exactly the five areas used in
preparing the DBLP dataset.

In addition, we present the selected motif instance percentage
for each motif pattern at this top level in Figure 5. The results are
intuitive by putting more emphasis in venue-related motif patterns
as well as the author-pair motif pattern. While we are conducting
an instance-level motif selection, it actually implicitly selects motifs
in pattern-level as well.

We then inspect the second-level results. Under the node about
natural language processing, we can see four clear sub-topics: (1)
parsing, (2) information extraction, (3) language & grammar, and (4)
machine translation. Under the node about data mining, we can find
(1) social network analysis, (2) web mining and search, (3) frequent
pattern/association rule mining, and (4) clustering.
Yelp Taxonomy. In Figure 6, we present all four taxonomy nodes
under the taxonomy node of “Asian Food” topic in our constructed
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Figure 8: Most frequent terms linked to the three high-
lighted motif instances in Figure 7. Note that the frequency
is calculated based on the weighted documents associated
with the taxonomy node about NLP. Best viewed in color.

topic taxonomy on the Yelp dataset. Top-10 terms are presented at
each node. While “Asian Food” is already a relatively fine-grained
topic, NetTaxo successfully recovers its sub-topics: Thai cuisine,
Japanese cuisine, Chinese cuisine, and Other Asian (e.g., Indian,
Mexican-Chinese Fusion, . . .) cuisines. The first three sub-topics are
quite clear, while the fourth one is a little vague. Remember that we
set k = 4 here. So it makes sense to have an “other” sub-topic. At
the first glance, “Jade Red Chicken” and “Emrald Chicken” look like
Chinese dishes, and “Jerk Fried Rice” sounds like something from
the Caribbean area. However, if one searches “Jade Red Chicken”
in Google, a popular restaurant in Arizona named “Chino Bandido”
pops up at the first place. It offersMexican-Chinese Fusion dishes and
these three dishes are strongly recommended by Yelp reviewers5.

5.7 Effects of Instance-Level Motif Selection
Besides the final taxonomy quality, we’re also interested in how
the instance-level motif selection mechanism works at different
taxonomy nodes. We visualize top motif instances selected by our
method on the DBLP dataset. Figure 7 shows two motif patterns
and their top instances at two taxonomy nodes, one from the first
level and the other from the second level. Taking a closer look at
three specific motif instances, we show most frequent terms linked
to these motif instances in Figure 8.

On the first level, our goal is to identify major research fields, i.e.,
separating the 5 research areas in this dataset. From co-authorship
motif pattern, we observe pairs of database researchers who share
lots of research papers. The top-2 instances are all professors work-
ing in the same research group at the same university. From venue-
and-year-range motif pattern, one can find many computer vision
and database conferences. The reason for these motif instances to
rank high is because database and computer vision are two relatively
concentrated research areas, compared to machine learning, data
mining, and natural language processing (NLP) which have more

5https://www.yelp.com/menu/chino-bandido-chandler/item/jade-red-chicken

interconnections. Besides, professors and venues involved in the
top-ranked instances are all highly reputed.

On the second level, the goal becomes more challenging — dis-
tinguishing research sub-areas. We use the NLP taxonomy node
as an example. The co-authorship motif instances give us some
less-known researchers. Therefore, we picked two of co-author
pairs, sampled and visualized their associated terms from the motif
context graph, shown in Figure 8. One can easily observe that these
author groups work on relatively concentrated sub-topics under
NLP, i.e., sentiment analysis and machine translation, respectively.
From venue-and-year-range motif instances, we can see major NLP
conferences in their early years, and data mining conferences in
recent years. This is also quite interesting but explainable, as NLP
conferences have a narrower scope in their early years, while the
data mining community, as it evolves, has more overlaps with the
NLP community recently. Specifically, we showmost frequent terms
linked to themotif instance “CIKM 2010-2014” in Figure 8, where we
observe many NLP sub-topics such as “question answering” and “in-
formation extraction”. These topics are also studied by information
retrieval and data mining researchers recently.

Overall, from the empirical observations, we can verify that our
instance-level motif selection is effective.

6 CONCLUSIONS & FUTUREWORK
In this paper, towards automatic topic taxonomy construction, we
propose a novel hierarchical term embedding and clustering frame-
work NetTaxo, which consumes a text-rich network as the input.
Through a careful selection of motif contexts, NetTaxo learns term
embedding jointly from the text data together with the most helpful
network structures. To consolidate the foundation of such selection,
we further design a method to choose anchor terms from the initial
clusters based on text data only. Extensive experiments on two
datasets demonstrate the superiority of our framework compared
with baselines. Ablation experiments confirm the necessity and
effectiveness of our proposed instance-level motif selection. Case
studies illustrate the quality of our constructed taxonomy.

In future work, we would like to further improve NetTaxo in the
following aspects. First, we would like to develop a more principled
solution to determine the number of sub-topics at each taxonomy
node. Second, incorporating user-provided seed examples of the
desired taxonomy in construction process could be a promising
and practically useful direction to pursue. Last but not least, we
are interested in integrating our constructed taxonomy into down-
stream applications, such as recommender systems and question
answering tasks.
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